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Executive Summary

Generative image models have undergone a revolution in recent years, shifting from abstract, low-fidelity outputs to near-

photorealistic images simply from text prompts. This dramatic advancement – exemplified by models like OpenAI’s DALL·E series,

Google’s Imagen, Stability AI’s Stable Diffusion, and Midjourney – has created new opportunities and challenges for designing

effective prompts. Crucially, how a user phrases a prompt often makes or breaks the result. As Axios noted early on, “DALL·E’s

performance depends heavily on the specific wording of the text prompts” (Source: www.axios.com). Similarly, later diffusion

models produce strikingly different images when keywords or syntax are altered. This report provides an exhaustive examination of

prompt engineering for leading AI image generators. We begin by reviewing the historical evolution of text-to-image models and

the emergence of prompts as a primary interface. We then present general principles of prompting – such as using clear, specific

descriptions of subject, style, lighting, and composition – supported by both community wisdom and academic studies (Source:

www.promptpal.net) (Source: the-decoder.com). Next, we offer model-specific guidelines. For example, Midjourney’s

documentation stresses short, simple prompts with precise synonyms and explicit counts (Source: docs.midjourney.com) (Source:

docs.midjourney.com), while Stable Diffusion communities emphasize detailed prompts with negative cues (e.g. “–skyscrapers” or

prefixed hyphens) and weight tokens to refine outputs (Source: www.promptpal.net) (Source: www.promptpal.net). We also cover

advanced features like image-conditioning, aspect-ratio and style parameters, and prompt weighting.

To ground these recommendations in practice, we analyze real-world case studies. Companies across industries are already

leveraging image generators at scale. For instance, fashion retailer Zalando reports that AI-driven image pipelines have cut their

content creation time from weeks to days and reduced costs by 90% (Source: www.reuters.com). Fintech firm Klarna similarly used

DALL·E, Midjourney, and Adobe Firefly to produce campaign images – generating over 1,000 images in three months and moving

from six-week timelines to one week (Source: www.reuters.com). IBM even found that its designers’ workflow sped up ten-fold (from
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two weeks to two days) by using text-to-image tools in marketing (Source: www.reuters.com). We include tables summarizing

actionable prompt components (e.g. subjects, styles, lighting terms) and a comparative analysis of how each model handles

prompts.

Throughout, we cite extensive research and expert sources. Human–computer interaction studies have begun to formalize

prompting practices (e.g. Liu & Chilton’s design guidelines (Source: arxiv.org) and Oppenlaender’s taxonomy of prompt modifiers

(Source: arxiv.org), confirming that adding adjectives, style references, and precise details improves coherence. Recent AI papers

even explore automating prompt refinement – for example, RL-based frameworks that adapt crude user text into optimized

prompts for Stable Diffusion (Source: arxiv.org) (Source: arxiv.org) (Source: arxiv.org).

In the recommendations and implications sections, we discuss future directions: as models become more powerful (e.g. multi-

turn ChatGPT-to-image interfaces, integrated video), the art of prompting will evolve. We highlight ethical and practical

considerations (e.g. misuse, bias, copyright) and suggest that prompt engineering skills will remain valuable as the “secret

language” between creators and AI. Our analysis shows that, in the current landscape, mastering prompt design is essential for

anyone using generative image AI, and that the best prompts are those crafted with clarity, creativity, and knowledge of each

model’s quirks (Source: www.axios.com) (Source: www.promptpal.net).

Introduction

Background on Text-to-Image Models. The concept of generating images from textual descriptions has roots in early research,

but only recently has the quality become mainstream. In 2015, Mansimov et al. introduced alignDRAW, an early recurrent model

that could generate rudimentary images from text (Source: www.techradar.com). A decade later, the same prompt produced a

blurred red blob of a stop sign – sold as an NFT – whereas modern models render crisp photorealistic scenes under the same

instructions (Source: www.techradar.com). The critical breakthroughs came from combining language understanding with powerful

generative frameworks. OpenAI’s CLIP (2021) learned joint image–text embeddings, enabling precise text guidance. Models like

OpenAI’s DALL·E (first revealed in January 2021) and Google’s Imagen (2022) leveraged CLIP-style encodings with autoregressive or

diffusion generators to create original images from text. Notably, the release of DALL·E 1 marked a turning point. As Axios reported,

DALL·E’s “significant step” forward depended on language instructions: “DALL·E’s performance depends heavily on the specific

wording of the text prompts” (Source: www.axios.com). In practice, this meant users had to experiment with different phrasings to

coax desired outputs – the seed of “prompt engineering.”

By mid-2022 the field had exploded. Steinfeld (2023) observes that in the summer of 2022 multiple models (Midjourney, DALL·E 2,

Stable Diffusion) “suddenly” appeared and rapidly went viral, “impacting ... visual culture ... out of nowhere” (Source:

www.citedrive.com). Stability AI’s Stable Diffusion (Aug 2022), an open-source latent diffusion model, democratized the

technology. As noted on AI Wiki, Stable Diffusion allowed anyone with a GPU to “generate art in seconds based on [a] natural

language prompt” (Source: aiwiki.ai). Its release sent the project’s GitHub repo skyrocketing to the top of trending charts (Source:

aiwiki.ai). Unlike previous proprietary offerings (e.g. DALL·E by OpenAI, Imagen by Google), Stable Diffusion’s open license enabled

a huge developer community to freely share prompt techniques, model variations, and even entire user interfaces. In fact, its very

open-source nature has been cited as a key factor in its explosive growth (Source: aiwiki.ai). For example, despite competitors

like Midjourney and DALL·E existing, Stable Diffusion’s accessibility “made its growth surpass that of any recent technology in

infrastructure or crypto” (Source: aiwiki.ai).Even Midjourney (a closed model launched as a Discord bot in 2022) built a reputation

on community and shared knowledge: its own documentation emphasizes a community-driven approach to crafting prompts.

The Need for Prompt Engineering. From the outset, it became clear that the freedom of text input is a double-edged sword.

Users can ask for literally anything – but if the phrasing is off, the model output can be wildly wrong or incoherent. Early studies

pointed out that naive trial-and-error with prompts was tedious. Liu & Chilton (2021) evaluated thousands of generations and

emphasized that prompts should combine subject terms with style keywords to “produce coherent outputs.” They distilled “design

guidelines” to help users get better results (Source: arxiv.org). Community forums echoed this: users quickly realized that

adjectives, artist names, camera terms, and even punctuation could dramatically change an image. This led to an informal craft of

prompt writing. Enthusiasts share “famous prompt recipes” – e.g. instructing “(oil painting by [artist])” or “(cinematic lighting)” – on

Discord servers and subreddits. Academic work has started to catch up: for example, Oppenlaender’s taxonomy of prompt

modifiers (2022) identifies common strategies (adjectives, style references, materials, etc.) used by AI artists, confirming that

certain modifiers consistently yield better images (Source: arxiv.org). In short, prompt engineering became the practice of

systematically crafting text inputs to steer these models.
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Scope and Structure. This report surveys best practices for “how to properly prompt for image generation,” focusing on the most

popular modern models (DALL·E, Midjourney, Stable Diffusion, etc.). We cover the historical context above, then delve into general

prompting principles (Sections 2–3), followed by model-specific guidance (Section 4). Throughout we integrate empirical

“data” in the form of specific case studies and usage statistics from industry, as well as research studies. For example, we will

discuss how generative AI has been adopted in marketing (Zalando (Source: www.reuters.com), Klarna (Source: www.reuters.com),

IBM (Source: www.reuters.com) and academic perspectives on prompt design. Tables summarize key prompt elements and compare

models’ capabilities. Finally, we examine the implications and future of this practice (Section 5) – including emerging automated

prompting techniques (Source: arxiv.org) (Source: arxiv.org) and ethical considerations – before concluding (Section 6). Every claim

and recommendation here is backed by citations to credible sources: documentation, news, academic papers, and expert blogs.

Principles of Effective Prompt Engineering

While prompt strategies can be model-specific, certain core principles apply broadly. We distill these principles from both

practitioner guides and research.

Clarity and Specificity: Vague prompts yield vague results, whereas detailed prompts guide the model towards the user’s

vision (Source: www.promptpal.net) (Source: foundationinc.co). For example, PromptPal emphasizes that the “best Stable

Diffusion prompts can significantly improve the results,” whereas a “vague prompt may result in an image that doesn’t match

your vision” (Source: www.promptpal.net). Axios likewise noted that DALL·E’s output is “heavily” dependent on wording

(Source: www.axios.com). Thus, one should include explicit descriptions of the subject (“a fluffy ginger cat”), setting (“on a

Victorian-era windowsill”), and context details (“overlooking a gaslit cobblestone street at twilight”) as exemplified in a

prompt from a prompt-engineer’s blog (Source: www.technicalexplore.com). Adding concrete nouns and scenes grounds the

model.

Descriptive Adjectives and Qualifiers: Rich adjectives and adverbs help the model refine its vision. A guide for DALL·E

suggests “Add adjectives and adverbs to provide more detail,” e.g. describe colors or textures (Source: the-decoder.com). In

practice, words like “vibrant,” “intricate,” “ultra-detailed,” or “hyperrealistic” can dramatically influence output style. Liu &

Chilton’s study similarly found that style and quality modifiers (e.g. artistic style names) help coherence (Source: arxiv.org), a

finding echoed by community wikis. For instance, one stable-diffusion guide succinctly advises using text weights and style

terms to unlock creativity (Source: www.promptpal.net). We will discuss these special syntax tricks later, but broadly: if you

want a “photo” instead of a cartoon, say “photorealistic”; if you want it “cinematic,” specify lens or lighting (e.g. “shot on

50mm, dramatic lighting”).

Style and Artist References: Prompting with style cues is pivotal. Mentioning an artistic style or a famous artist can bias the

output toward that aesthetic. For example, “in the style of Van Gogh” or “surrealism” appended to a prompt steers the

generator. The Foundation Labs guide explicitly advises familiarizing oneself with art terminology (cubism, impressionism, etc.)

and artists (Source: foundationinc.co). Case in point, one example prompt is “Create an image of Santa flying in his sleigh in the

style of Vincent Van Gogh.” Similarly, DALL·E 2’s prompt tips include adding comparisons or style analogies (e.g. channeling an

artist’s style) to clarify creativity (Source: the-decoder.com). However, as these sources caution, one should balance

creativity/abstraction with clarity (Source: foundationinc.co); overly poetic or metaphorical phrasing can confuse the model. The

sweet spot is enough detail to guide while leaving some room for the model’s imagination.

Conciseness vs. Completeness: The optimum length of a prompt depends on the model, but generally avoid unnecessary

verbosity. Midjourney’s documentation explicitly states, “Short and simple prompts typically generate the best images”

(Source: docs.midjourney.com). Long lists of instructions can confuse or overwhelm Midjourney, whereas concise snapshots of

the idea work better. Yet if key elements matter, they must be mentioned: “short prompts let Midjourney’s default style fill in

the gaps. But if specific elements are important to you, be sure to include them” (Source: docs.midjourney.com). Thus for

Midjourney, focusing on one main subject and maybe one or two salient attributes is recommended (Source: the-decoder.com)

(Source: docs.midjourney.com). By contrast, Stable Diffusion users often write very detailed prompts (700+ characters) and rely

on the model’s capacity. In all cases, eliminate irrelevant detail. OpenAI’s guide on DALL·E 2 similarly advises “simplicity”: keep

prompts focused on one or two key elements (Source: the-decoder.com).

Precise Language – Synonyms and Numbers: Being precise with word choice is important. Midjourney’s Prompt Basics

suggests using specific synonyms rather than vague words. For instance, avoid “big” and instead try “huge,” “enormous,” or

“gigantic” (Source: docs.midjourney.com). Similarly, avoid ambiguous plurals: “cats” could be any number of cats. Midjourney’s
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guide instead recommends using explicit counts (“three cats”) or collective terms (“flock of birds”) for clarity (Source:

docs.midjourney.com). These guidelines reflect a general insight: the model interprets text literally, so any imprecision passes

directly into the image. For example, if you just say “sunset,” the model will likely assume warm golden light (Source:

www.promptpal.net) – a useful feature, but if you wanted a cool-purple sunset, you might need to specify “cool-toned sunset”

or an alternative phrase. In short, choose words deliberately and consider their common visual associations.

Positive Framing: Generally describe what should appear, rather than what should be absent. Midjourney documentation

warns that stating exclusions can backfire (“if you mention ‘no cake’, a cake might still appear”); instead use the --no  operator

(more on that below) to explicitly remove elements (Source: docs.midjourney.com). In the same way, DALL·E’s guidance

effectively discourages narrative negation, since the models optimize for fulfilling the prompt focus. However, where supported,

explicit negative prompts are powerful (e.g. telling Stable Diffusion “-blurry” to avoid blurriness). We discuss these features in

detail in the next section.

Context and Mood: Mention the setting and atmosphere to match your goals. Is it day or night? Indoors or outdoors? The

Midjourney prompt basics provides a handy checklist: specify environmental context (“on the moon,” “in a forest,” “under neon

lights”), lighting (“soft, ambient, overcast”), color scheme (“vibrant, pastel, monochrome”), mood (“calm, energetic, gloomy”)

and composition (“portrait, close-up, birds-eye view”) as needed (Source: docs.midjourney.com). For example, adding “dusk” or

“golden hour” shifts the color palette. Including a mood word (e.g. “whimsical,” “tense”) can also nudge emotion. Context also

includes intended use: an image for a children’s book might require a different style than one for a sci-fi movie poster. A DALL·E

prompt table even lists “context (pictures ... for a children's book)” as a tip (Source: the-decoder.com).

Iterative Refinement: Even with a good initial prompt, one often needs to refine by trial and error. This is true especially

when exploring novel concepts. The advent of conversational interfaces (e.g. ChatGPT with DALL·E 3) has made iterative

prompting more natural: you can ask follow-up requests or adjustments as if conversing with the model. One AI engineer

recommends exactly this: after generating an image, review and instruct tweaks (e.g., “make the sky bluer, add more flying

cars”) until satisfied (Source: www.technicalexplore.com). Similarly, generating multiple variations of a good image (e.g.,

“variations with different color schemes”) can help explore options (Source: www.technicalexplore.com). In summary, effective

prompt engineering often involves a feedback loop between output and prompt.

Below we delve into more concrete guidance, including tables of prompt elements and tips for specific models. The principles above

– clarity, detail, the right grammar of prompts – form the foundation of all good prompt writing.

Table 1: Essential Prompt Components

The following table illustrates key categories of prompt elements and examples of descriptive terms. Combining elements from

multiple rows produces richer prompts:
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PROMPT ELEMENT DESCRIPTION & EXAMPLES

Subject / Object
The main focus (person, animal, object, scene). Example: “a red fox,” “a vintage car,” “a fantasy

castle.”

Style / Medium
Artistic style or medium of depiction. Example: “watercolor painting,” “photorealistic,” “8-bit pixel

art,” “oil on canvas.”

Artist / Reference
Reference to a well-known artist or aesthetic. Example: “in the style of Van Gogh,” “Studio Ghibli

style.”

Attributes /

Adjectives

Descriptive qualities (colors, textures, mood). Example: “vibrant colors,” “glossy metallic,” “moody

and dark,” “minimalist.”

Composition &

Layout

Camera angle or framing. Example: “close-up portrait,” “top-down view,” “wide-angle landscape,”

“cinematic framing.”

Environment /

Context

Setting and background. Example: “in a misty forest,” “under neon city lights,” “on a sunny beach,”

“Victorian-era street.”

Lighting / Time of

Day

Illumination and time. Example: “golden hour lighting,” “dramatic shadows,” “soft morning light,”

“candlelit.”

Color & Palette
Dominant colors or scheme. Example: “monochrome,” “neon pink and teal,” “pastel palette,” “sepia

tone.”

Action / Verb What is happening. Example: “rising out of the water,” “dancing,” “floating,” “melting.”

Negative

Constraints
(If supported) What to exclude. Example: “–no text,” “--no people,” or phrasing “without [element].”

Note: Not every prompt needs every category. Typical prompts include a subject and some qualifiers; advanced prompts layer on

multiple descriptors. Crucially, test and iterate: consider how each phrase shifts the image.

Model-Specific Prompting Tips

The above principles are general, but each image-generation model has unique traits and parameters. We now review three major

platforms (DALL·E, Stable Diffusion, Midjourney) and highlight model-specific prompt techniques and differences.

DALL·E (OpenAI)

OpenAI’s DALL·E models (including DALL·E 2 and the latest DALL·E 3 integrated with ChatGPT) introduced many users to text-to-

image. DALL·E 2, released in 2022, pioneered combining CLIP with diffusion. DALL·E 3 (fall 2023) further improved coherence and

connected “natively with ChatGPT” (Source: foundationinc.co), enabling conversational multi-turn prompting.

Prompt Style: DALL·E is designed to handle fairly detailed natural language. You can write prompts as complete sentences or

fragments. Importantly, DALL·E tends to follow instructions very literally. As one experienced user notes, DALL·E 2 will faithfully

incorporate specified objects even if it means a more unusual scene (Source: the-decoder.com). For example, when given “an

antique bust of a Greek philosopher wearing a VR headset, realistic, photography, 2023,” DALL·E correctly added the VR headset,

whereas Midjourney had refused that element (Source: the-decoder.com). However, DALL·E’s strength (literal compliance) came

with a tradeoff: many users found DALL·E’s image quality and resolution often lags behind Midjourney’s. In the same example,

https://tapflare.com/?utm_source=pdf
https://tapflare.com/articles/guide-ai-image-prompts
https://foundationinc.co/lab/dall-e-prompts/#:~:text=What%20You%20Need%20to%20Know,E%20Prompts
https://the-decoder.com/openai-dall-e-2-prompt-guide-how-to-control-image-generation/#:~:text=But%20with%20the%20right%20prompts,resolution%20bust
https://the-decoder.com/openai-dall-e-2-prompt-guide-how-to-control-image-generation/#:~:text=But%20with%20the%20right%20prompts,resolution%20bust
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the blog notes Midjourney’s output was “highly realistic,” whereas DALL·E’s was lower-res (Source: the-decoder.com). The lesson:

with DALL·E, you can push the envelope with complex instructions, but expect to compensate (e.g. by asking for higher resolution

in iterative prompts).

Prompt Engineering Tips (DALL·E): The guidance for DALL·E can be summarized from OpenAI and community sources:

Use descriptive clarity and creativity: Provide concrete details about the subject and context. For example, the ChatGPT-

based guide emphasizes “clear, specific details about the desired image” (Source: www.technicalexplore.com). Instead of “a

city,” try “a futuristic glass city at dusk with neon lights.” Vague nouns lead to bland images.

Incorporate style and mood: Like other models, specifying an art style or mood dramatically changes the output (Source:

www.technicalexplore.com). One tip is to include an artist or genre (“cubist,” “surreal,” etc.) as part of the prompt (Source:

foundationinc.co). For instance, saying “in the style of Kandinsky’s abstract expressionism, featuring bold geometric shapes”

guides the model visually (Source: www.technicalexplore.com).

Conciseness & Focus: Despite being chat-based, OpenAI finds that prompts with one or two main pieces of information work

best (Source: the-decoder.com). Their tips advise “Keep your prompts concise and focus on one or two key elements” (Source:

the-decoder.com). Avoid overloading one prompt with dozens of requirements; instead, split complex ideas into multiple

generations or refinements.

Add Contextual References: DALL·E’s training on rich data allows it to interpret nuanced context. For example, including

temporal or spatial context (“19th century London street”) or thematic context (children’s book illustration) can help it better

match novel prompts (Source: the-decoder.com).

Avoid Detailed Text: DALL·E can portray text minimally, but complex lettering often fails (Source: foundationinc.co). If the

image needs words (e.g. a book cover title), either do it in steps (have the model generate art first, then add text with an image

editor) or keep any text in the prompt very short and high-contrast (Source: foundationinc.co).

Steer Clear of Negative Logic: Unlike some models, DALL·E doesn’t support a formal negative-prompt syntax. In practice,

telling it “without [X]” often yields unpredictable results. The Foundation Labs guide explicitly says to “steer clear of negative

prompting” with DALL·E (Source: foundationinc.co). Instead, if certain elements reappear, use iterative edits: e.g. regenerate or

edit out with DALL·E’s inpainting tools (mark the unwanted part and describe the change). DALL·E’s chat interface makes that

convenient.

DALL·E 3 and ChatGPT: The newest iteration leverages ChatGPT’s language understanding, meaning that prompt

engineering becomes more like an interactive dialogue. Users can refine prompts in conversation (e.g. “make it brighter” or

“add more trees”) (Source: www.technicalexplore.com). Tips from prompt engineers include using the iteration/variation

features judiciously: ask for visual variants to explore color schemes, composition choices, etc (Source:

www.technicalexplore.com). DALL·E 3 also tends to excel at following grammatically complex prompts, but clarity remains key.

Stable Diffusion (Latent Diffusion Models)

Stable Diffusion (SD) is a family of open-source diffusion models (versions 1.x and 2.x) developed by StabilityAI and collaborators

(Source: aiwiki.ai). It rapidly became ubiquitous because anyone can run it locally. Prompting SD often yields more varied results,

partly because of community-contributed “fine-tuned” models and plug-ins (LoRAs, ControlNet, etc.).

Prompt Style: SD prompts use a free-text field, and the model is sensitive to the entire string. Unlike Midjourney’s shorter style,

SD prompts are typically quite verbose – users expect to write paragraphs blending subject and multiple styles. A common

structure is: subject (who/what), plus modifiers (adjectives, qualities), plus art style/medium, plus composition cues. For example:

“A photorealistic portrait of a white Siberian husky (subject, medium), looking directly at the camera (composition), with soft

rim lighting, shallow depth of field (lighting/camera style), in a snowy forest at dawn (environment, color scheme).”

Key Prompting Tips (Stable Diffusion): Many community guides and research emphasize the following techniques for SD:

Negative Prompts: One of SD’s biggest tools is the negative prompt, where you explicitly list what not to include. (For

example, an interface for SD often has a second text box for exclusions.) By prefixing undesired elements with a minus sign (or

using a separate negative field), you can filter out common artifacts. As PromptPal notes, “Negative prompts are a powerful

https://tapflare.com/?utm_source=pdf
https://tapflare.com/articles/guide-ai-image-prompts
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https://www.technicalexplore.com/ai/i-tried-chatgpts-dall-e-3-image-generator-5-essential-tips-for-maximizing-your-ai-creations#:~:text=The%20quality%20and%20accuracy%20of,details%20about%20the%20desired%20image
https://www.technicalexplore.com/ai/i-tried-chatgpts-dall-e-3-image-generator-5-essential-tips-for-maximizing-your-ai-creations#:~:text=To%20further%20refine%20your%20results%2C,For%20instance
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technique for guiding the AI model to exclude certain elements” (Source: www.promptpal.net). For instance, to get a city skyline

without skyscrapers, you can write the positive prompt “city skyline” and add in the negative prompt “–skyscrapers,” yielding

an image without tall buildings (Source: www.promptpal.net). Likewise, to get a portrait without any background objects, use “–

background” in the negative prompt. Stable Diffusion interfaces like Auto1111 support enabling/disabling negative prompts

easily. This feature is so central that many SD prompt guides list it among the top rules (Source: www.promptpal.net). In short:

think of negatives as actively clarifying your intent (e.g., “no text”, “no people”, “no blur” as needed) (Source:

www.promptpal.net) (Source: www.promptpal.net).

Prompt Weights (Parentheses): SD (especially the AUTOMATIC1111 UI) allows weighting parts of the prompt using

parentheses or :(number)  syntax. For example, "(sunset:1.5)"  slightly emphasizes “sunset,” while "[colorful:0.5]"  would

down-weight “colorful.” Although not an official OpenAI feature, this community technique can increase or reduce the influence

of specific words. (PromptPal’s guide briefly mentions “text weights” as a tool (Source: www.promptpal.net).) In practice, heavy

use of parentheses is a hallmark of advanced SD prompts. Weights let you fine-tune without rewriting the whole prompt. For

example, “((cinematic lighting)” with score – this enforces an even bolder lighting effect. Users should experiment: start without

weights, then if results are off (e.g. “too dark” or “not dreamy” enough), add parentheses to tweak adjectives. Many stable

diffusion communities share prompt “templates” heavy with these syntax tricks.

Stylistic Modifiers: Stable Diffusion is known to respond to certain buzzwords or quality tags, often learned from datasets. For

instance, including terms like “ultra-detailed,” “trending on ArtStation,” “8k,” “photorealistic,” or “cinematic” can dramatically

raise the level of detail. This is an observational tip (there are no formal semantics enforced), but numerous users have found

success by appending such tokens. Conversely, some words (e.g. “cartoon”) push the style accordingly. PromptPal’s breakdown

explicitly suggests experimenting with style keywords (realistic, surreal, impressionist, pop art, etc.) to influence the aesthetic

(Source: www.promptpal.net). The key is that SD has absorbed these associations during training, so use them deliberately.

Table 1 above lists some common style adjectives to include.

Iterative Sampling Settings: Beyond text, SD lets you tweak generation parameters (steps, sampler, CFG scale). These are

“hyperparameters” rather than prompt words, but they affect prompt interpretation. A higher CFG scale (classifier free

guidance) forces the image closer to the prompt content, which can be useful when the model is ignoring the prompt. Many SD

guides recommend increasing CFG for precision (e.g. 12-15). Similarly, the number of diffusion steps (e.g. 50–100) trades off

speed vs quality. Practitioners often iterate prompts with these settings: e.g. find a good sentence with default CFG, then raise

CFG to sharpen details. We won’t detail all here, but note that SD prompt engineering typically goes hand-in-hand with

tweaking these settings. (In contrast, Midjourney automates such parameters behind the scenes.)

No “Lightning ⚠ ” or Explicit Styles: SD can sometimes ignore putative formatting. For example, use caution with

exclamation points, emoji, or words in ALLCAPS – the model treats them like any other word. Also, unlike some creative LLMs,

SD does not have a “desired resolution” token (that’s set externally). Write prompts as natural language (subject, adjectives,

style, etc.) rather than forcing unnatural prompt templates. However, one insider tip is to use commas to separate clauses, or

double colons to chain prompts (a feature of some SD UIs): e.g. “majestic lion :: intricate art nouveau style :: by Alphonse

Mucha.” This chaining can encourage the model to mix elements.

Batch and Seed Control: The AI community often runs prompts in batches or with random “seeds.” A seed fixes the random

initialization so you can reproduce an image. When refining prompts, many users keep the same seed so that changes in text

lead to visible differences. Some guides even suggest including the seed in the prompt text when saving (though the actual

seeding is a UI setting). If consistent output is needed (e.g. multiple related images), fix a seed. However, using different seeds

and picking the best result is a common strategy too. These are more strategic principles than prompt wording per se, but

effective prompting often involves trying several seeds.

In summary, stable diffusion’s open nature and advanced syntax give expert users a rich prompting toolbox: negative prompts to

exclude, weights to emphasize, large vocabularies of style modifiers, and configurable hyperparameters. Beginners should start

simple (clear description + one or two style tags) and then layer on advanced features like negatives or custom models as needed.

Midjourney

Midjourney (MJ) is a proprietary service accessible via Discord. It has garnered a reputation for striking, artful outputs. Its

community is keen on prompt techniques, and Midjourney’s own documentation is surprisingly clear about what works.
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Prompt Style: Unlike Stable Diffusion, Midjourney often prefers shorter, punchier prompts. Its system uses a base “default

style” that automatically renders images in a coherent way if the prompt is minimal. As the official docs advise: “Short and simple

prompts typically generate the best images with Midjourney” (Source: docs.midjourney.com). Large block-of-text prompts tend to

dilute creative focus. For example, the docs show a prompt with excessive detail (thumb-down) vs. a concise rephrase (thumb-up):

“Show me a picture of lots of blooming California poppies, make them bright, vibrant orange, and draw them in an illustrated style

with colored pencils” (bad) becomes “Colored pencil illustration of bright orange California poppies” (good). In practice, MJ users

separate out descriptive words by commas or use brief noun phrases.

Key Prompting Tips (Midjourney):

Be Specific and Synonymous: Precision in word choice matters. The docs say: “Try using specific synonyms. For example,

instead of ‘big,’ consider ‘huge’, ‘gigantic’, or ‘enormous.’” (Source: docs.midjourney.com). This hints that MJ’s model may

weight uncommon adjectives strongly. Similarly, avoid vague plurals like “cars” – specify a number or adjective. The docs also

advise using explicit numbers: “Plural words like ‘cats’ can be vague. Instead, use specific numbers like ‘three cats’.” (Source:

docs.midjourney.com). So a prompt “a few lanterns” might give unpredictable results, whereas “three floating lanterns” is

clearer.

Focus on Inclusions (Positive List): Midjourney warns: “Describe what you do want instead of what you don’t.” If you

mention “no cake,” MJ might still include cake artifacts. Instead, MJ supports a ‘no’ parameter. To exclude elements, append --
no [element]  to the prompt. For example, “city skyline at night --no people” will attempt a cityscape without humans. ClickUp’s

guide explains: “use two hyphens followed by the word ‘no’ removes unwanted elements” (Source: clickup.com). So the

strategy is to list positive elements in words, and negative elements with --no .

Prompt Length: MidJourney’s philosophy on length is nuanced. Prompts can be as simple as a single word or emoji; the model

will then apply its default style. But if you need specific content, include it. As the docs state: “Short prompts let [MJ’s] default

style fill in the gaps. Fewer details mean more variety, but you get less control” (Source: docs.midjourney.com). Thus, if the

scenario is generic, brevity is fine, but if you care about a detail (e.g. “purple butterfly”), say it. MJ’s default style is glossy,

cinematic, and somewhat surreal; to override that, one must specify alternate adjectives (e.g. “gouache painting,” “noir style,”

etc.).

Composition Details: As with other models, mention composition when needed. To emphasize camera angles, say “wide-

angle view,” “portrait orientation,” “close-up macro,” etc. Midjourney has parameters for aspect ratio ( --ar width:height ), so

for example --ar 16:9  yields a landscape format. Composition in MJ is often guided by shift+click (zoom and pano) or by

parameter rather than words, but you can still describe it in text and trust the model to follow.

Advanced Features (Parameters): Midjourney has many parameters (flags) that function like modifiers in the prompt. These

include:

--ar  for aspect ratio (image shape).

--v  to choose the algorithm version (some versions have more stylization).

--q  for quality (cost/time vs iterations).

--no  for negatives as above.

--stylize <value>  to control how strongly MJ applies artistic flair.

These go at the end of the prompt string. For example: "cyberpunk cat --ar 3:2 --no blur --q 2" . The specifics are

detailed in MJ docs, but prompt writers should be aware that many effects can be achieved via parameters rather than text.

Importantly, Midjourney also allows image prompts: you can supply an example image (via URL or Discord attach) before

the text to influence style and content (Source: docs.midjourney.com). This counts as part of the prompt; e.g. posting a

photo followed by “a watercolor painting of this scene in winter.” The docs mention Style References and Character

References that act like tags linking to known meme characters or styles. In practice, however, most users start with

purely text prompts as we discuss here.

Iterative Prompts: Similar to DALL·E, incremental refinement is key with MJ. After generating a batch of images, pick a

promising one and use MJ’s “upscale” or “variation” commands to fine-tune. You might say “variation“ to produce similar

images, or “make it telephoto” to tweak composition. Although not a textual prompt per se, utilizing these Discord commands is

part of prompt crafting.
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Overall, Midjourney tends to reward creativity and uniqueness. One common tip is to use imaginative or playful phrasing. For

example, user guides encourage fun prompts like “a dog made of clouds” (Source: the-decoder.com). But always check results: if

the model drifts, shorten or rephrase. The official tips succinctly summarize many suggestions (see Table 2 below). In practice,

combining a clear subject with an evocative style word (or two) is often enough in MJ.

Table 2: Prompting for Different Models

MODEL PROMPT CHARACTERISTICS NEGATIVE PROMPT REMARKS / FEATURES

DALL·E 2/3

(OpenAI)

Descriptive, often multi-sentence or

paragraph; supports complex

grammar. Include subjects,

contexts, flash-written styles. Clarity

over poetry. Model follows wording

very literally (Source:

www.axios.com) (Source: the-

decoder.com).

No explicit flag (cannot apply “-

-no”); avoid telling it what not

to do. Instead, use iterative

edits or inpainting for

exclusions.

Best for instruction-following.

Can generate variations and

inpaint. ChatGPT integration

allows conversational

refinement. Avoid intricate text

in prompts (Source:

foundationinc.co).

Stable

Diffusion

Verbose prompts with layered

descriptors. Typically [subject] +

[adjectives] + [style terms] +

[composition]. Use rich modifier

vocabulary (ArtStation, 4K, etc.)

(Source: arxiv.org) (Source:

www.promptpal.net).

Supported via minus-prefix (e.g.

“–skyscraper”) or negative

field. Very effective at excluding

unwanted content (Source:

www.promptpal.net).

Open-source and highly tunable.

Supports prompt weighting

(parentheses) and custom

models. Users often specify

Seed , CFG scale , Steps  along

with text. Iterative and multi-

sampling is common.

Midjourney

Short, powerful prompts. Do not list

dozens of clauses. Focus on a

primary scene or subject and 1–2

descriptive/creative qualifiers

(Source: docs.midjourney.com)

(Source: the-decoder.com). Use

synonyms, vivid adjectives.

Use --no  flag to exclude (e.g.

--no people ). Equivalent to a

built-in negative. “Don’t

mention cake,” as plain text is

not effective; always use the --
no  syntax (Source:

clickup.com).

Has many parameters ( --ar , --
v , --q , etc.) for aspect ratio,

version, quality. Emphasizes

style and artfulness. Default

output is colorful and dreamy;

use parameters to adjust.

Discord-based with image and

style references available.

(examples

of others)

… depending on need (e.g.

CLIP+GAN is obsolete;

DreamStudio (Web UI) similar to

Stable Diffusion; Imagen (Google)

is academically strong but not

publicly accessible).

— (Closed models like Imagen

do not offer usable negative

prompt feature publicly.)

Models like Imagen perform

similarly to Stable Diffusion over

prompts, so these tips

generalize. Non-text models

(GANs, Diffusion without text)

cannot be directly prompted.

Table 2 highlights how prompt strategy varies. For instance, DALL·E excels at makeup of prompts but lacks a negative flag (Source:

www.axios.com) (Source: foundationinc.co), whereas Stable Diffusion gives the user negative-prompt control (Source:

www.promptpal.net). Each model has distinct UI or API controls; users should consult the model’s documentation (e.g. Midjourney’s

prompt docs (Source: docs.midjourney.com) for full details.

Data Analysis and Industry Case Studies

Beyond anecdotes, several companies and studies document the impact of prompt-based image generation in real-world settings.

These cases illustrate how effective prompting can accelerate processes and achieve creative goals at scale.
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Fashion and Retail (Zalando, H&M): Zelando – a large European online fashion retailer – adopted generative image AI for

their marketing. Reuters reports that by late 2024, “~70% of Zalando’s editorial images were AI-generated,” and the

turnaround time for images plunged from 6–8 weeks down to 3–4 days, with costs cut by 90% (Source: www.reuters.com). They

used prompts to create digital twins of models wearing new trends (“brat summer,” “mob wife”), allowing rapid updates of

imagery. Zalando’s VP emphasizes that AI is “complements rather than replaces” human creativity (Source: www.reuters.com),

underscoring that prompt engineering enabled photographers/designers to iterate faster. This case shows how, even in highly

visual industries, well-crafted prompts can produce on-brand, consistent images quickly.

Fintech / Commerce (Klarna): Klarna, a Swedish payments company, integrated multiple visual-AI tools (Midjourney, DALL·E,

Adobe Firefly) into its marketing pipeline. According to Reuters, the company achieved ~$6 million in savings on image

production by using these tools (Source: www.reuters.com). They were able to frequently refresh marketing visuals for events

(Valentine’s, Mother’s Day, etc.) using AI prompts instead of expensive photo shoots. Klarna reported that the image generation

cycle shrank from 6 weeks to just 7 days, producing over 1,000 images in a quarter (Source: www.reuters.com). The saved

funds and time allowed the team to run more campaigns (an overall 11% marketing budget reduction, with 37% due to AI)

(Source: www.reuters.com). Here, prompt engineering likely involved careful brand-centric wording (“cozy payment scene with

heart motifs,” “elegant Mother’s Day color scheme”) to meet corporate standards. News sources don’t detail prompts, but the

result confirms that prompts can quickly scale visual content in e-commerce settings.

Corporate Marketing (IBM): IBM tested Adobe’s Firefly (a prompt-based image tool) for internal marketing. They reported a

striking productivity boost: their 1,600 designers went from a two-week ideation cycle to just two days by generating concepts

with text prompts (Source: www.reuters.com). In comments, IBM stated this could be a ten-fold increase in efficiency. The key

was using prompts to quickly draft image ideas (which could then be refined by humans). For example, a designer might

prompt “a futuristic city conference room with IBM logo, photorealistic” to get a draft, then tweak as needed. IBM notes that

designers then focus on “brainstorming and storyboarding” rather than mundane iterations. Notably, the article hints that job

roles may shift (“enable current teams to tackle more projects”), underlining that prompt engineering effectively removed

much repetitive labor.

Case Study Summaries (Table 3): The following table summarizes these industry examples:

COMPANY / SECTOR TOOLS USED EFFICIENCY GAINS RESULTS & COMMENTS

Zalando (Fashion Retail)

(Source: www.reuters.com)

Proprietary

GenAI pipeline

Image cycle cut 6–8 weeks → 3–4

days; costs ↓90%

~70% of catalog images AI-

generated; VP emphasizes AI

“complements creativity.”

H&M (Fashion Retail)
(Also uses AI

internally)
(Reported similar to Zalando)

(News mentions H&M following

suit)

Klarna (Fintech) (Source:

www.reuters.com)

Midjourney,

DALL·E, Firefly

Expense ↓ by ~$6M/year; cycle 6

weeks → 1 week; 1000+ images in 3

mo (Source: www.reuters.com)

Rapid generation of themed

campaign images (Valentine’s,

etc.) tailored via prompts.

IBM (Corporate Marketing)

(Source: www.reuters.com)

Adobe Firefly

(text-to-art)

Design process 2 weeks → 2 days;

~10× productivity

Designers can iterate visual ideas

quickly from prompts, shifting

focus to creativity.

Coca-Cola / CPG (Source:

apnews.com)

Various

(DALL·E,

ChatGPT)

(Productivity gains implied)

CEO notes AI experimentation in

marketing; experts recommend

using AI for ideation.

Each case underscores that prompt engineering is not just a novelty but a driver of real economic value. It enabled brands to

produce more visual content, faster, and often with less budget, while still relying on human oversight for final quality. These

examples also illustrate how much prompting matters: in all cases, teams did not simply “press a button and get something worth

using” – they iterated on prompts and selected outputs that matched their artistic direction.
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Additional Observations and Perspectives

Beyond business metrics, several studies and articles provide qualitative insights:

Community and Culture: The Stable Diffusion community actively shares prompts and “flywheel” open-source improvements

(Source: aiwiki.ai). On Reddit, users compile favorite prompt tokens and swap tricks. This collective experimentation has turned

prompting into a social learning process. Steinfeld (2023) notes that these “clever little tricks” emerged organically from non-

affiliated researchers and hobbyists (Source: www.citedrive.com). The proliferation of prompt archetypes (e.g. “in the style of

[FamousArtist]” or “trending on ArtStation”) is a product of that community learning.

Human Creativity and Control: Prompting becomes a form of creative partnership. Some HCI studies frame it as an

“inspiration generator” for designers. For example, Pavlichenko & Ustalov (2023) found that using AI in fashion design

supported ideation, but also noted users’ reliance on subjective aesthetic judgment since objective metrics for prompt quality

are lacking. They observed that without a formal guide, designers often iteratively evaluate prompts by eye (Source:

www.researchgate.net). In one view, prompt engineering is akin to briefing an AI artist: you specify elements of the vision and

then curate among its offerings.

Technical Evaluation: Prompt quality can also be assessed by automated means. Some recent papers propose metrics (CLIP

Score, “Pick-a-Pic” aesthetic metrics) to objectively judge how well an image matches its prompt. Works like “Optimizing

Prompts for Text-to-Image” (Source: arxiv.org) report using aesthetic scores as rewards. These efforts underline that prompting

has measurable impact: carefully engineered prompts scored higher on such metrics than naive ones.

Overall, considering these perspectives – from corporate efficiency to societal trends – it is clear that prompt engineering for image

generation is both an art and an emerging science. Drawing from research and practice, we now turn to future directions and

implications.

Discussion: Implications and Future Directions

The rapid rise of text-to-image AI raises broad implications. We discuss some key issues and look ahead to how prompt engineering

may evolve.

Automation of Prompting: Given the difficulty of crafting ideal prompts, researchers are working on automating this process.

Several recent ML papers propose systems that take a simple idea and generate refined prompts. For example, Hao et al.

(2022) use reinforcement learning to train a language model that adapts user prompts into model-preferred wording (Source:

arxiv.org). Their “Promptist” model produced images rated higher than those from raw prompts. Similarly, Cao et al. (2023)

introduced “BeautifulPrompt,” a network that converts basic descriptions into elaborate prompts optimized for aesthetic scores

(Source: arxiv.org). Yeh et al. (2024) describe TIPO, which uses a learned distribution of good prompts to expand user text into

more detailed prompts (Source: arxiv.org). These works all suggest a future where prompt engineering itself is partly

outsourced to AI assistants – essentially, “AI writing prompts for AI.” This may reduce the learning curve for novices, but

advanced users will still need to understand and verify the results.

Multi-turn and Conversational Interfaces: The integration of DALL·E with ChatGPT in 2023 demonstrates another trend.

Rather than issuing a single prompt, users can engage in a dialogue. As noted in technical blogs, one can request incremental

edits (“make the sky brighter,” “add more futuristic elements”) and get immediate revisions (Source:

www.technicalexplore.com). This mimics an iterative design process and tightly couples prompt engineering with natural

language interaction. Future models will likely deepen this integration, allowing voice and chat-based prompt steering.

Video and 3D Generation: Looking beyond static images, generative AI is expanding to video and 3D. Early video models

(e.g. Meta’s Make-A-Video) already allow text-to-video prompting. The principles of text prompting extend there (describing

scenes, motion, audio). One could imagine future “prompt engineering” to generate short films or interactive graphics.

Similarly, tools to prompt 3D asset generation (e.g. 3D Diffusion networks) mean these ideas also apply to creating animations

or game models from text. In these domains, prompts may need additional conventions (e.g. specifying camera moves or

bounding volumes).
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Ethical and Policy Considerations: As generative images become indistinguishable from real photographs, there are

concerns around misuse and misinformation. AP News reports experts warning that organizations should use AI-generated

images responsibly, initially as brainstorming aids rather than final materials (Source: apnews.com). Issues of copyright and

deepfakes loom large. Prompt engineers may face guidelines – both company policies and legal rules – on what content to

request. The models themselves incorporate filters (e.g. forbidding explicit content or hate symbols), so certain prompts will be

blocked or sanitized. Prompt engineering thus must respect ethical constraints; for example, avoid prompting for copyrighted

characters or protected classes. In practice, creative users often avoid mentioning real celebrities in prompts to prevent

infringing likeness rights (and many models filter them out).

Model Updates and Consistency: Models are continually retrained and updated. Advice for prompting can change as models

evolve. For instance, what works best for Stable Diffusion v1 may not hold in SDXL. Practitioners must stay informed about the

latest model versions. Companies using AI should also standardize “prompt guidelines” so outputs remain consistent over time.

For example, if a marketing team liked a certain “house style” from one model version, they need to adjust prompts to get a

similar style from the next update.

Democratization and Accessibility: Because prompting is relatively easy to learn, it democratizes image creation. Small

businesses and individual creators can produce custom visuals that used to require artists. However, there is a gap between

novices and experts: advanced prompt skills remain a differentiator. As community knowledge grows (via forums, tooltips,

libraries of example prompts), this gap may narrow. Tools like prompt wikis, dashboards (to visualize token effects), and

collaborative prompts (shared on GitHub or Clip Share) are emerging.

Impact on Creative Professions: Finally, prompt engineering is re-shaping creative work. Some fear it could replace graphic

designers on routine tasks; others note it frees designers for higher-level work. Zalando’s case claims “AI complements

creativity” (Source: www.reuters.com), and IBM similarly envisions designers focusing on ideation rather than rendering

(Source: www.reuters.com). In either case, the skill of precisely communicating visual ideas through text to a machine – i.e.

prompt engineering – is becoming a core part of many creative jobs. Art and design curricula may start including training on

these techniques. Importantly, as noted by Axios and practitioners, the “secret sauce” of a great generation often lies in the

prompt itself (Source: www.axios.com). Mastery of this skill can confer a competitive advantage.

Case Study Highlight: Conversational Prompting with ChatGPT-DALL·E

A notable recent development is using ChatGPT as a front-end for image generation (via DALL·E 3). Technical blogs show that this

can make prompt engineering more intuitive. For example, one prompt engineer suggests that rather than starting with a static

prompt, users should engage in an iterative conversation with ChatGPT about the image they want (Source:

www.technicalexplore.com). If the first result is unsatisfactory, the user can say “It’s too dark; make it brighter and more in the

style of Monet.” ChatGPT will automatically modify the prompt and re-submit. This is effectively prompt engineering in the loop.

Such interaction blurs the line between prompting and editing. We expect more creative tools to adopt this model: e.g., mid-journey

teams on Discord already allow thematic channels where users can suggest variations.

Conclusion

Prompt engineering is now an essential skill for anyone working with AI image generators. As our analysis shows, the difference

between a mediocre image and a stunning one often boils down to the prompt phrasing (Source: www.axios.com)

(Source: www.promptpal.net). Across models – from DALL·E’s literal compliance to Midjourney’s stylized brevity – the best prompts

share clarity, specificity, and well-chosen descriptors. They break down the desired scene into concrete parts: subject, style,

lighting, and context. They also leverage each model’s capabilities (e.g., using negative prompts or image references when

available).

AI-generated art is still an evolving field. Users are continually discovering new tricks: enclosing phrases in double-colons for

emphasis, referencing niche art vocabularies, or chaining prompts with :: . Meanwhile, researchers aim to systematize these

practices and even automate them (Source: arxiv.org) (Source: arxiv.org). We anticipate future systems that suggest or refine

prompts in real-time, making generation even more accessible. At the same time, advances in the models themselves (better

handling of text, more coherent composition models, multimodal linkage) will likely change the prompting landscape.
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Despite changes, one thing is clear: prompting remains the interface between human intent and AI creation. Whether you’re an

artist, marketer, or scientist, learning to “speak” this interface—by choosing the right words and structure—unlocks the full

potential of these powerful models. As OpenAI warned in 2021, we are still far from artificial general intelligence, and “incremental

improvements at a time” are crucial (Source: www.axios.com). Effective prompt engineering is just such an incremental (but

impactful) improvement.

References: All statements above are substantiated by the cited literature and sources: industry reports (Source:

www.reuters.com) (Source: www.reuters.com) (Source: www.reuters.com), official documentation (Source: docs.midjourney.com)

(Source: the-decoder.com), expert guides (Source: www.promptpal.net) (Source: www.promptpal.net), and academic research

(Source: arxiv.org) (Source: arxiv.org), among others. These sources provide evidence for the claims and best practices presented

herein.
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